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This paper researches the building principles and administration of virtual data processing centers based on
hyper-converged systems over OpenFlow. We provide the implementation features of such virtual centers on
the basis of software-defined networking that is managed by a dedicated controller (a server). We suggest
the graph administration model of hyper-converged system resources compliant with required performance
on the one hand and economic requirements on the other. Based on the proposed model, the implementation
of a greedy control algorithm for the virtual data processing center over OpenFlow was examined. This
algorithm assigns the requests to physical resources by using of dedicated server software. The advantages
of such hyper-converged system model on performance issues were outlined, e.g., multi-threaded routing
and security, elimination of the majority of current threats. We summarize the possibilities of transition to
network infrastructure in these virtual data processing centers. Such infrastructure is focused on data and
usage of blockchain technology providing high reliability and content protection.
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Virtual data processing center (VDPC) refers to hyper-converged infrastructure
(HCI) that allows us to create virtual machines, data warehouses, switchers and routers,
and communication channels. The main task of VDPC is to accept a client connection
(tenant!) and update it with the help of virtualization technology in network topology.
The basis of the mechanism of VDPC resources administration refers to a model ex-
tended for HCI tasks [1]. The network topology in this model is represented by graph

= (CUMUKUL), Cis a plurality of computing nodes, M is a plurality of data
warehouses, K is a plurality of switching elements, L is a plurality of communica-
tion channels. Each of plurality has its own vectors of scalar argument defined. This
argument sets up the parameters of computing nodes — ¢ € C, of data (memory) ware-
houses — m € M, of crosspoints — k& € K and of communication channels — [ € L

respectively.
fet(e) = (cti(c), cta(c), .. ( );
fmi(m) = (mt,(m), mtz(m) mty(m)),
frt(k) = (kti(k), kta(k), ... fk (F)),
FU(l) = (It (1), it2(1), ... 1t (D).

'A tenant represents the requests for virtual machines, data warehouses, switchers, routers, commu-
nication channels, and all virtual communication channels.

(1)
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In this model VDPC resources are specified by graph R = (VU SU D),V is a
plurality of applications deployed in virtual machines, S is a plurality of virtual data
warehouses, D is a plurality of communication channels between virtual machines and
data warehouses. Each plurality has its own vectors of scalar argument defined. This
argument sets up the parameters of virtual machines — v € V| virtual data warehouses —
s € S, communication channels including switching elements that provide required
service level agreement (SLA?) — d € D respectively:

for(v) = (vr(v), vra(v), ..., v, (v)),
fsr(s) = (sri(s), sra(s), ..., sra(s)), (2)
fdr(d) = (dr(d),drs(d), ..., dr,(d)).

The parameters (2) providing SLA coincide with corresponding parameters (1) and
are represented by mapping of resource requests to HCI topology:

O:R—Tu{o}={V-Cui{o}, S—MuU{o}, D—Ku{o}, L{o}}.

Resource requests from the expression(3) determine three relationship types between
request parameters r; and physical resources t;, based on HCI topology:

— the requested resources correspond to resources identified by topology r; = t;;

— overload of physical resources r; > ¢; that violates SLA;

— underload of physical resources r; < t; that requires a topology reconfiguration for
economic reasons.

In the last case available resources can be represented by residual graph
Tres = (UM UK U L) that redefines the parameters as follows:

fetres(c) = fet(c) var . fmtees(m) = fmt(m Zfsr

veV sES (4)
Fltres(k) = fht(k) =Y fdr(d),  fltues(1) = fIt(1) = fdr(d).
deD leL

Automatic migration of HCI structures managed by controllers over OpenFlow en-
ables us to meet both SLA and economic requirements. Migration is carried out even
if it is not possible to assign the warehouse on demand, and data is added to multiple
warehouses. In that case, one part of the applications can work with data warehouse,
meanwhile the other part can work with data located in different physical storage. In
accordance with migration plan, virtual structure relocation should comply with the
following requirements:

— there is no SLA violation during relocation;

— relocation is implemented at given time constraints. Automatic operation of con-
trollers enables us to achieve that.

Input to migration is a plurality of incoming requests Z = {R;}, a plurality of
queried requests W = {R;}, a graph of remaining resources T,.s, and time constraint
on migration 7. During migration, a new node s’ and a virtual communication channel
between nodes s and s’ are added to the graph of requested resources R.

2SLA (Service Level Agreement) is a formal contract between a service provider and a client that sets
out agreed service quality, service description and the rights of the parties. Such agreement serves as an
assessment tool for quality of provided network services.
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The administration of VDPC over OpenFlow is based on a greedy algorithm?® of
request assignment to physical resources, with the use of controller (server) software.
Expression (4) describes such a greedy algorithm. As an optimization criterion, the
most compact allocation of request elements (2) is applied. A similar approach is widely
used in data processing centers and by cloud providers [2,3]. The quality of VDPC
administration depends on selected greedy criteria: next request — K, virtual node —
Ky, physical node — K. Criteria Ky and K¢ rely on the cost function defined as
a weighted sum of required parameters considering the resource deficit. This function

is represented as follows: d(i) = (D_p D ccnTri — 2oeccTei)/ 2r 2ecr Tei- Lhen the
cost function of an assignment of element e will appear as r(e) = >, d(i)r.;. In this

i=l
equation the selected element HCI is characterized by a vector of values of required
resource parameters (r.1,7c2,...,7.,). To calculate the measure of the resource deficit,
firstly, it is necessary to subtract the values of available physical resources for the
required resource parameter from the common value of this resource parameter in all
requests. Then the measure is calculated as a quotient of this difference by total sum of
required resources. We can define the cost function as weighted sum of required resource
parameters considering the resource deficit. According to criterion Ky, the HCI virtual
element with maximum cost function is chosen. This allows us to assign primarily
the most resource-deficient elements and then assign all the other virtual elements.
According to criterion K¢, the HCI physical element with minimum cost function is
chosen. By this, we can ensure maximal utilization (loading) of computing resources.
According to criterion K¢, the query with the maximum weighted sum of requested
resources is chosen.

The general framework of administration algorithm will be as follows.

1. Scheduler* analyses incoming requests of resources Z = {R;}.

2. If plurality {R;} ¢ @ is not empty, the program selects another request R; accord-
ing to greedy criterion Kg. Otherwise, algorithm terminates its functioning.

3. Using the elements of request R;, the program forms a plurality of virtual nodes
U = {V U S}. Where it is not possible to form a plurality of virtual nodes U, it
proceeds to step 14.

4. Scheduler selects another element NV from formed plurality of virtual nodes U on
the basis of greedy criterion Ky . Then this element is placed in queue @ which
contains the elements awaiting an assignment.

5. Using the elements C;, scheduler forms a plurality of physical nodes {C;} ¢ @. It is
possible to assign the element N to these nodes based on correct accomplishment
of mapping(3). Otherwise, if {C;} € @, program calls the procedure of limited
enumeration.

6. The program selects a physical resource from the formed plurality of physical nodes
on the basis of greedy criterion K. It redefines the values of physical resources
parameters according to functions (4).

7. Scheduler selects all virtual channels D; that link element N to elements of request
R; to be assigned.

8. Scheduler sorts a plurality of channels {D;} ¢ @ by the value of the capacity in
ascending order.

3The greedy algorithm is an optimization algorithm based on locally optimal decisions that are made
at each stage. Whereby, we assume that the final decision will also prove optimal.

4Scheduler is a program (service) driven by controller software. The principal scheduler function is to
start other programs.
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9. The program selects a virtual channel L; from a plurality of channels {D;}. It
should ensure the shortest route that links element N to elements of request R;.
Where it is not possible to plot the route, it calls the procedure of virtual channel
assignment on a physical resource. It redefines the values of physical resources
according to functions (4).

10. Scheduler adds the virtual nodes linked with N to queue . By this, it follows the
order of virtual channels from sorted plurality {D;}. These channels connect the
nodes.

11. Scheduler deletes N from U and Q.

12. 1 @ is not empty, program proceeds to step 4.

13. If U is not empty, program proceeds to step 3. Otherwise, if U is empty, program
proceeds to step 1.

14. The program cancels all assignments of the elements of request R; and removes
the request from a plurality Z = {R;}. Then it proceeds to step 2.

This algorithm contains two procedures described in [2]. The first one is a procedure
of limited enumeration; the second one refers to a procedure of virtual channel assign-
ment to a physical resource. A scheduler calls the procedure of limited enumeration if
it is not possible to assign the next virtual node N from a plurality of requests to any
physical resource. This procedure analyses a subset of a plurality of physical nodes {C;}
from a graph of physical resources. Specified enumeration depth determines the subset
capacity; the quantity of viewed subsets is limited. The program views only subsets
whose total quantity of nodes’ remaining resources allows us to assign the current ele-
ment N. The procedure ensures the execution of step 5 if the program changes (selects)
the enumeration depth and quantity of viewed subsets. Scheduler calls the procedure of
virtual channel assignment to a physical resource when it is not possible to plot a route
that links element N to element of request R; via virtual channel. The route searching
mechanism is based on modified Dijkstra’s algorithm [4]. However, it can include only
switching elements and communication channels of the physical network to which ratios
of mapping accuracy are applied (3). If it is not possible to assign a virtual channel
that connects the storage element, the storage search is accomplished. This storage
should have the resources to create storage element replication. The replication requires
the quantity of resources equivalent to the quantity of storage element resources. All
storages selected for replication creation are considered in ascending order of total route
length. Furthermore, the possibility of creation of communication channel [ for replica-
tion is considered. This channel provides capacity and required data-flow intensity. If the
communication channel [ can not provide the required parameters, program considers
another variation of replication mapping. The result is the route that provides coherence
between element N and replication. The parameter variations of route and communica-
tion channel provide favorable result. The same approach to virtual machines has been
widely recognized and studied [5].

Analyzed HCI control algorithm over OpenFlow enables us to plan the computing
resources, resources of data storage and network resources of self-organizing cloud plat-
form, by using of SDN technological solutions. This algorithm mechanism also complies
with SLA. The algorithm allows us to use physical resources rationally by eliminating
their segmentation, with the help of virtual resources migration. The algorithm enables
us to administrate the hyper-converged system by specifying the data flows routing
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policies. Whereby, it uses the virtual network control functions of virtual and physical
devices from different manufacturers. We refer to devices that support OpenFlow proto-
col. The proposed solution allows us to integrate different networks administrated over
OpenFlow and transfer data flows between them effectively, by means of multi-threaded
routing (MRT).

We can consider hyper-converged systems as applied to any computing platforms
(e.g., hard, programming, cloud, neuromorphic, quantum) which provide user an access
to various services. These systems should be user-friendly and support multiple iniras-
tructure layers, surely including layers of safety, reliability, communication services;
providing QoS for various data. Furthermore, the network behind HCI should have the
opportunities to work with different types of terminals (mobile, desktop, active network,
advanced UX/UI® etc.). This network should also have single management platform
(controller, server) for the full package of services, applications, hardware, and data
transfer channels. Whereby, it should select data transfer channel in real time based
on QoS and applications needs for capacity and nature of traffic. Convergent technolo-
gies are not the endpoint in evolution of the next-generation computing systems. These
technologies already allow us to take a content-centric approach onto prevalidated HCI
infrastructure. They enable us to create computing systems that leapirog over end-to-end
paradigm towards content or data addressing paradigm (Information Centric Network-
ing, or ICN). This paradigm implies data organization, regardless of location (server,
host), through distributed network caching. Expected benefits of this approach include
more efficient use of expensive network resources, scalability of computing systems and
their adaptability to volatile QoS. The paradigm is based on the primitives publish/sub-
scribe, that is to publish the content (make it available) and declare it. These primitives
are realized in Data Oriented Network Architecture (DONA). It works as follows: the
element of such system receives a request from a similar element or host. Whereby, two
scenarios are possible. If the element contains required data in cash, it will implement
the request. If the DONA element does not contain the content, it will request similar
elements which have data. When it gets a response, it caches the content and imple-
ments the request. This universal mechanism is applicable to any protocol, forming a
global single mechanism of caching and content delivery. In addition, this mechanism
is supported by all network nodes and aimed at all users, not just ICN users. Such a
network ensures content security, not security of its delivery. It relies on a content-based
model and draws on the concept of reputation, because the provider must sign the con-
tent, so users can always define it. Data Oriented Network Architecture interacts well
with blockchain® technology that provides the high reliability of content storage and
protection. Network entry is protected cryptographically. Unauthorized entry requires
enormous computing resources proportional to the network size. It allows us to exclude

SUX/UI (User Experience/User Interface) refers to an interface design that meets current require-
ments.

The revolutionary technology of blockchain was created by Satoshi Nakamoto. This technology helps
to allocate the digital content without copying it. Pertinently, it resembles a digital book data of which
and their modifications are duplicated in the network for several thousands of times and are regularly
updated. This distributed database without a central storage node is stored in the network. It provides its
users the hosting, such as Google Docs during collective work. Each group of blockchain transactions is
a block, and miners conduct the audit of them (digital content). Therefore, this technology operates with
chain of blocks created by complex cryptographic algorithms.
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human or machine error, missed operations, unauthorized entry etc. In future, over the
course of evolution, HCI will employ other network technologies.
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YnpaBneHue BUPTyanbHbIM LLEHTPOM 00paboTKU [aHHbIX
no npotokony OpenFlow

B. M. Conosbes, A. A. benoycos

Conosbes Bnagumup Muxainnosuy, KaHanLAT TEXHUHECKUX HayK, LOLEHT Kadpeapbl MaTeMaTu4ecKon Ku-
BEPHETUKI 1 KOMMBITEPHBIX HayK, Ha4anbHUK MOBOMKCKOr0 pernoHanbHOro LEHTPa HOBbIX MHOPOPMALMOH-
HbIX TexHonoruiA, CapaToBCKMiA HaLMOHaNbHbINA UCCNeLoBaTeNbCKMIA FOCY AAPCTBEHHbI YHUBEPCUTET IMEHN
H. I". YepHolwesckoro, Pocens, 410012, Capartos, yn. ActpaxaHckas, 4. 83, sym@sgu.ru

Benoycos Anekcanap AnekcaHLposud, MarucTpaHt, CapatoBCKmMi HaLNOHaNbHbIN UCCNEeA0BATENBCKNN FO-
Cy[apCTBEHHbIN yHMBepcuTeT umenm H. . YepHolwesckoro, Poceus, 410012, Capatos, yn. ActpaxaHckas,
n. 83, tortyt1 @gmail.com

B pabote paccMOTpeHbl MPUHLMMLI NOCTPOEHMS BAPTYaNbHbIX LIEHTPOB 06paboTkit JaHHbIX HA OCHOBE riA-
NePKOHBEPrEHTHBIX BbIYUCTUTENBHBIX CUCTEM 1 yripaBneHne umn no npotokony OpenFlow. MpueeaeHb
0C0oBEHHOCTI peanu3aLmm Takux BUPTyasbHbIX LLEHTPOB Ha OCHOBE MPOrPaMMHO-KOHCUTYPUPYEMOIi CeTw,
ynpaBnsieMoii BblAeNEHHbIM KOHTPONEpoM (cepsepoM). MpeanoxeHa rpacosast MOAENb YrpaBNeHus pe-
cypcami rnepKoHBEPreHTHON BbIYUCIUTENBHON CUCTEMbI, 0TBEYAtOLAs TPE6OBAHMSIM 3aJaHHOr0 KayecTa
obcny>KuBaHusl, ¢ OHOI CTOPOHbI, 1 3KOHOMUYECKIMU TpeBoBaHNSIMKM, C Apyroii. Ha ocHoBe npeanoxeH-
HOI MOZIENN PacCMOTPEH BapUaHT peanin3auii XaLHoro anroputMa ynpasneHus BUPTyaibHbIM LIEHTPOM
06paboTki faHHbIX No npotokony OpenFlow 1 ocywWecTBASIOWEro Ha3Ha4eHe 3anpocoB Ha onanyeckue
pecypchl, MConb3ys NporpaMMHoe obecrnieyeHme BblaeneHHoro cepaepa. MokasaHsl NperMyLecTsa Takoi
MOZENM TMePKOHBEPrEHTHOI BBIYUCTNTENBHON CUCTEMbI B BONPOCAX NPOU3BOAUTENBHOCTY 3a CHET MHOrO-
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MOTOKOBOIA MapLUpyTU3aLmMn 11 6e30MacHOCTY, UCKIO4EHIs BONbLUEl YacTh COBPEMEHHBIX yrpo3. B pabote
npuBe AeHbI BO3MOXXHOCTY Nepexoa B TakIX BUPTyanbHbIX LieHTpax 06paboTki faHHbIX Ha CETEBYIO MHAPPa-
CTPYKTYPY, OPUEHTUPOBAHHYIO Ha laHHbIe 1 UCMONb30BaHIe B Heil TexHonorum blockchain, obecneuvnsatoweit
BbICOKYHO HALLEXHOCTb M 3alnTy KOHTEHTa.

KntodeBble cnosa: KOHBEpreHTHast HGPPacTpyKTypa, rmnepKoHBEPreHTHas MHAPPACTPYKTYpa, NporpamMMHO-
onpeaensembie cetn, OpenFlow, BUPTyanbHbIA LEHTP AaHHbIX, cornaleHne 06 ypoBHe 06CHyXuBaHMS,
MHOrOMOTO4Has MapLpyTU3aums,, kavectBo obcnyxmsanus, Data Oriented Network Architecture (DONA),
ONOKYENH.
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